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Figure 2. Positioning of the gamma-ray search windows with respect to the time of arrival of the GRP event at the solar system barycentre (SSB). For each search
window duration, a window was positioned centered on the GRP, with leading search and lagging search windows placed directly before and directly after the centered
search window, respectively.

(A color version of this figure is available in the online journal.)
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Figure 3. Number of excess gamma-ray events in the phase interval −0.013
to 0.009 (main pulse) and 0.375 to 0.421 (interpulse) plotted against the total
number of events for the complete 107 hr VERITAS data set (Aliu et al. 2011).
The excess growth is clearly linear. From a total excess of 1256 ± 130 in 267,088
events, there are 4.7 ± 0.48 excess events in the VHE emission phases per 1000
events selected.

phase range for it to be considered in the enhancement search.
Corresponding selection criteria are applied to those gamma-
ray events which fall within a window defined by an interpulse
GRP. In the searches which consider both main and interpulse
GRPs, gamma-ray events which fall within either of the VHE
emission phase ranges are selected. The prescription for these
72 searches was defined before the data sets were analyzed.

4. MONTE CARLO TIME SERIES

In order to determine the presence of an enhancement in the
VHE emission from the pulsar correlated with GRPs, Monte
Carlo time-series data sets were generated to model the gamma-
ray data. Using a bin width of one second, raw trigger rate
distributions (number of triggers per second) were compiled
for each VERITAS observation run. These distributions were
used as probability density functions from which random event
times were drawn and sorted, from earliest to latest, producing
random time series with the same temporal characteristics as the
real VERITAS data. Furthermore, to enable the measurement of
the level of any VHE flux increase seen in the VERITAS data,
or to facilitate the calculation of flux upper limits, these Monte
Carlo time-series data sets were injected with a simulated signal
from the Crab pulsar as explained in the following section.

From our earlier analysis of the complete 107 hr VERITAS
Crab pulsar data set, we determined that the excess of events,
which fall within the VHE main and interpulse emission regions,
grows linearly with respect to the total number of events selected
(Aliu et al. 2011). This linear growth is plotted in Figure 3.
With a total excess of 1256 ± 130 in 267,088 events, we
determine that there are 4.7 ± 0.48 excess events in the VHE
emission phases per 1000 events selected. Given this linear

Table 2
Number of Signal and Background Events Which Are Present in the

VERITAS Data Recorded on the Four Nights of Observation as Determined by
the Linear Relationship Discussed in the Text

Date (MJD) Total Number Number of Excess Number of Background
N̄T N̄ex N̄bg

54829 5566 26.2 5539.8
55153 8738 41.1 8696.9
55158 7928 37.3 7890.7
55180 7861 37.0 7824.0

Total 30093 141.6 29951.4

Notes. The number of background events is defined as the total number of
events minus the estimated excess. When generating a Monte Carlo time series
which models the observations made on a given date, the number of background
events to be generated is drawn from a Poisson distribution with a mean N̄bg.
The number of pulsar events to be generated is drawn from a Poisson distribution
with a mean N̄ex × xi , where xi is used to scale the number of excess events to
the desired pulsar flux level.

relationship, the number of excess events which lie within the
VHE emission phases, for any subset of the VERITAS data,
can be estimated (see Table 2). Furthermore, we know that the
emission peaks in the VERITAS Crab pulsar phasogram can
be modeled by two Gaussians sitting on a uniform background.
This was determined by an unbinned maximum likelihood fit
of the VERITAS phase data (Aliu et al. 2011). Using these
two observations we can generate a Monte Carlo time series
inhabited by a simulated Crab pulsar signal at any desired
flux level.

If a given VERITAS observation has a total number of
events, N̄T , using the linear relationship discussed above, the
number of excess pulsar events expected within this sample,
N̄ex, can be estimated. The number of background events is
then N̄bg = N̄T − N̄ex. Now assume we want to model this
VERITAS observation with a simulated signal from the Crab
pulsar at a flux level xi, where xi is in units of the average
pulsar flux level measured with VERITAS. We draw a number
of background events, Nbg, from a Poisson distribution with a
mean N̄bg and we draw a number of pulsar events, Nex, from
a Poisson distribution with a mean N̄ex × xi . Now, using the
VERITAS raw data rate distributions, discussed earlier, we draw
NT = Nbg +Nex random arrival times. A fraction of these events,
Nex/NT , is randomly selected to contain the injected pulsar
signal. This is done by shifting the arrival time of these events
to the nearest time which, when barycentered and phase-folded,
would correspond to a random phase value drawn from the
double Gaussian function which parameterizes the VERITAS
Crab pulsar phasogram. This small shift in time (<17 ms) has no
effect on the overall data rate characteristics of the Monte Carlo
data sets, and is only applied to a small fraction of randomly
selected events within each data set. This procedure was used to
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Figure 4. Panel (a) shows the distribution of arrival times at the solar system barycenter of the gamma-ray (gray), radio (hatching), and Monte Carlo data (circles) for
the observations made on MJD 55153. The sharp drops in the gamma-ray data rate are due to gaps in observation between successive 20 minute exposures. Panel (b)
shows the arrival time event–separation distribution for each pair of consecutive events in the complete gamma-ray and Monte Carlo data sets. In both panels (a) and
(b), the Monte Carlo data contain an injected signal from the Crab pulsar at the level of the measured VHE pulsar flux (xi = 1) and are plotted as a profile histogram,
with the height and error bar of each bin representing the mean and standard deviation determined from 500 simulated time-series data sets, respectively.

(A color version of this figure is available in the online journal.)
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Figure 5. VERITAS Crab pulsar phasogram determined from the 11.6 hr of
simultaneous exposure together with phasograms determined from Monte Carlo
time-series data sets. The Monte Carlo data contain a simulated signal from the
Crab pulsar at various flux levels and are plotted as a profile histogram, with the
height and error bar of each bin representing the mean and standard deviation
determined from 500 simulated time-series data sets, respectively.

(A color version of this figure is available in the online journal.)

generate sets of Monte Carlo data, containing a signal from the
Crab pulsar at a chosen flux level, which model all the data rate
characteristics of the real VERITAS data, accounting for the
Poisson fluctuations inherent in the VERITAS measurement of
the Crab pulsar flux. Examples of the match between the Monte
Carlo time-series data sets and the VERITAS gamma-ray data
are shown in Figures 4 and 5.

5. RESULTS

5.1. Search for Enhanced Gamma-ray Emission During GRPs

Each enhancement search yields a number, N, which is
the number of VERITAS events that meet the specific search
criteria, i.e., they fall within a time interval determined by a
GRP with a phase value within the required VHE emission
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Figure 6. Number of gamma-ray events selected (symbols) vs. the duration
of the search window. The gray regions denote 68% containment intervals about
the mean of the distribution (black line) determined from searches performed on
the Monte Carlo data. The Monte Carlo data set is composed of 500 simulated
time series containing an injected signal from the Crab pulsar at the level of the
measured VHE pulsar flux (xi = 1). The absence of a symbol in four of the
searches indicates that the number of selected events in each of these cases was
zero. All searches return values which are consistent with what is found from
searches on the Monte Carlo data sets. The slight negative and positive shift of
the x-position of the before and after symbols is done as a visual aid to prevent
clutter about the common x-coordinate value for the before, centered, and after
symbols.

(A color version of this figure is available in the online journal.)

phase range. The Monte Carlo time-series data sets were subject
to the same search which was performed on the real VERITAS
data set. Given that we generated a large number of Monte
Carlo time series, a search on a Monte Carlo data set will
yield a distribution of the number of selected events, which
is approximately Gaussian, and will have a mean, μ, and a
variance, σ 2 = μ. The number of events selected in a given
search, N, can be compared to the mean number expected from
the Monte Carlo when no enhancement is present, μ. Such
a comparison is plotted in Figure 6, showing the number of
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Figure 7. Deviation of number of events selected in the enhancement searches
on the real data compared to the mean number expected from the Monte Carlo
distributions in units of their standard deviation. The positive shift of the mean
of the distribution determined from searches on Monte Carlo data sets with no
pulsar signal flux signal injected (gray) is due to presence of the pulsar signal
in the VERITAS data set and the absence of a pulsar signal in the Monte Carlo.
Including in the Monte Carlo a Crab pulsar signal at the level of the average
measured VHE pulsar flux yields a distribution (solid black), which has a mean
compatible with zero and a standard deviation close to one. This indicates that
there is no significant enhancement in the gamma-ray flux correlated with GRPs.
We note that the searches are correlated because the same events can be selected
in different searches.

events selected in searches of the VERITAS data, compared to
the mean number selected from a Monte Carlo data set. Here, the
Monte Carlo data set is composed of 500 simulated time series,
each containing an injected signal from the Crab pulsar at the
level of the average measured VHE pulsar flux (xi = 1). Using
the formula, S = (N − μ)/σ , one can determine the statistical
significance of any deviation of the measured number of events,
from the number expected in the absence of any enhancement.35

The significance distribution derived from the 72 searches is
plotted in Figure 7. This distribution has a mean compatible
with zero and a standard deviation close to one, indicating the
absence of any significant enhancement in the VHE gamma-
ray flux within the specified search windows positioned around
GRPs observed at 8.9 GHz.

5.2. Calculation of the Upper Limit on the Flux Increase

We follow the same prescription as Bilous et al. (2011)
to compute the upper limit on the VHE flux during the
enhancement searches. From Bayes’ theorem, the posterior
probability that the pulsar flux is F given that we observed
N events in an enhancement search is

P (F |N ) = P (N |F ) P (F )∫ ∞
0 P (N |F ′) P (F ′) dF ′ , (1)

where P (N |F ) is the likelihood of selecting N events in a search
when the pulsar flux is F. For simplicity, all flux values specified

35 Twelve of the searches on the Monte Carlo data sets yield distributions
which are more Poissonian in shape than Gaussian (μ � 10), meaning that the
strict equivalence of the significance formula breaks down. The resulting
assertions are, however, unchanged.

here are cast in units of the average flux of the Crab pulsar
measured with VERITAS. P (F ), the prior distribution of the
flux, is an uninformative prior which we set to be

P (F ) =
{
C if 1 <= F <= 50,

0 if F < 1, F > 50,
(2)

where C is a non-zero constant. This means that during the
emission of a GRP we consider the pulsar flux to be, with
uniform probability, between 1 and 50 times the average Crab
pulsar flux, and to have zero probability otherwise.

From the searches performed on the Monte Carlo data sets,
we can explore the likelihood value, P (N |F ), for a range of flux
values, by generating a likelihood curve. Each point in the curve
is computed by probing the distribution of the number of selected
events determined from a Monte Carlo data set generated with
a given flux level, F = xi (see Figure 8 for some example
distributions). The y-value of each point in the curve is the
fraction of the Monte Carlo data sets which, when subjected to
the specific enhancement search, yielded the same number of
coincident events as were found in the real data. In practice, we
fit the distribution yielded from searches on the Monte Carlo
data set with a Poisson function, and determine the likelihood
from the fitted function. This is done to minimize fluctuations
caused by the finite statistics used to compile the Monte Carlo
distributions. Figure 8 shows some examples of the fits to the
Monte Carlo distributions along with the distribution of the
reduced-χ2 values (χ2/ndf) for all of the fits performed. From
the reduced-χ2 distribution, which has a mean value close to 1,
it is clear that the Poisson functional form accurately describes
the distributions derived from searches performed on the Monte
Carlo data sets.

The likelihood curve for each search was compiled using
Monte Carlo data sets with injected flux levels ranging from
xi = 1 to 50, with step sizes of 0.1 between 1 and 10, 0.25
between 10 and 20, and 1 between 20 and 50. Given our choice
of the prior P (F ), and that we evaluated the likelihood at an array
of discrete flux levels, Equation (1) for the posterior probability
can be rewritten as

P (F = xi |N ) = P (N |F = xi)∑160
i=1 P (N |F = xi) Δxi

, (3)

where i runs over the array of simulated flux levels and Δxi

is step size between each consecutive flux level. This posterior
probability curve is normalized and can be integrated yielding a
cumulative posterior probability, P (F < xul|N ), from which
one can determine the flux upper limit, xul, at a chosen
confidence level. Figure 9 shows the posterior probability and
cumulative distribution functions for three different searches.
The flux value where the cumulative probability distribution
crosses 0.95 marks the upper limit on the emitted flux correlated
with GRPs at the 95% confidence level.

The upper limits on the flux correlated with GRPs at the
95% confidence level are plotted in Figure 10 for 64 of the 72
searches. On the shortest timescales probed, the duration of one
pulsar period, a limit of ∼5–10 times the average Crab pulsar
flux is set on the interpulse and the combined interpulse and main
pulse searches. For eight of the searches performed around main
pulse GRPs, the posterior probability curve had not converged
to zero before a flux value of 50 times the measured flux. This
is due to the low rate of main pulse GRPs detected at 8.9 GHz,
which resulted in a small number of selected gamma-ray events
in some of the main pulse GRP searches. The relatively large
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